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E ABSTRACT Learning activities ane considerably supporied and improved by the rapid advancement of
c-leaming systems. This gives students a tremendous chance (o participate in karning activities worldwide.
The Massive Open Online Courses { MOOKs) platform has emerged a5 one of the most significant platfooms
fior e-learming a5 arcsultof the rapid growih of network infomation echnologics. Duoe to the increased num-
ber of online coursesavailable, itis harder for individual leamers o choose the appropriaie courses, activities,
and karning paths for the actual necssities they wand, which reduces the ir kearning performanoss. Moseowver,
a sequential Becommender System { BS ) can identify the learner's future intenest and suggest the subse quent
ilem or leaming conent given a saqueno: of past imeractions. This is incontrast o ineractive necommen-
dation methods that can creste recommendations besed on the leamer's feedback via constant inderactions.
To address these challenges, the poal of this paper 5 o propose a Beinforcement Leaming { BL) based sman
e-leaming framework with Markov Decision Process (MDP) that has the potential to enhance the leaming
exporicnce for cach student by providing them with a personalized and effective leaming path. Applying
the MDP and BL-based techniques such as O-leaming for Sequential Path Becommendation { SPR) and
leaming development B mose achievable, This isbecause the MO allows for adjusting the recommendations
miethasd 10 Find new activitesand karning paths based onthe leamess” feedback on recomme ndations resulis.
Experimental findings reveal that ihe suggested model obtains significant improvements and provides viable
performanc: under different parameters optimization. Forthe mose, we also show that the proposed method
outperfoms a long session (long-term ewands such that they maximize karning progress while minimizing
frusiration and disengagement). This demonstrates the model's improvements in simulating the leamer's
sequential behavie, leaming activities, various leaming materials, and learning paths simultaneously. These
promising initial resulis provide a possible solution (o assess this challenge funher in fomwre work,

E INDEX TERMS Markow dec ision process, reinforcement kearning, O-leaming, e- karning, adapiive karning,
sequential behavios, MOOC, ecommender sysiems.

L BN TR0 DL THOM abilities of each sudent. This method iries o give sudents a
Personalized learning is an approach toeducation that e mpha- personalized leaming experence that caters to their individ-
sizes tailloring instruction o the unigue neads, interests, and ual meeds while acknowledging that they have diverse leam-
ing preferences, methods, and goals, Personalized karning

The wecche edior coordimareg der review of this sescipl md can be implemented ina varety of edwcational settings, from
appevisg it for peblicamos wis Fue Lee m_fgm traditional ¢ lassrosoms o online kaming environments. 1 has
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the petential 1o improve student engagenent, motivation, and
learning cutcomes by providing students with a mose person-
alized and relevant keaming experience. However, il regquines
cane ful planning, engoing assessnent, and skilled Facilitation
i be sucopsful. Whik adapiive leaming i a method of
education that uses technelogy 1o persenalize the learning
experience for each student. It involves using data analyiics
and machine learning techniques ko gather information about
each student’s leaming style, pace, and performance and then
adjust the content and difficuhy level of the course mates ial w
miztch their individual needs i the online learning plaiforn.

MO is one of the moed significant approsches of online
learning plafformis as a resull of the quick adancement
in network information technologies. Due to the inchessed
number of online courses available, it is harder for leaners
1o choose the courses they want, This reduces their learning
perfornance. Since BSs [1] [2] can handle the issue of
infornation overload [3], [4], personalized course recom-
mendation [5], [6] [7] has emerged as the prinary research
anea 1o ekle the aforementioned challenpes in ecent years.
MOODC plaiforms offer a variety of different courses. It B
caaeitial to recomimend someone on Uhe best course B take by
developing the abilities required fior the leamer's ideal future
cancer. Bor instance, the course's lesrning achievement can
indicate the degree o which a student possesaes a panicular
credential or expenize. Baed on the leaming resuls of the
courses, the competencies, abilities, and knowledge can be
companed required by the workforee with those offered by
online courses. Moreover, sequential BSs [8], identify the
learner's future interest and suggest the subsequent liem or
learning content given a sequence of past interactions. This
is in contrast o ineractive recommendation methods that
can create reoommendations based on the leamer's feedback
via conslant interactions. However, the application of Al
in delivering distance leaming education will bocome mone
commen in the fore as academic instintions place a greater
emphasi on personalized and adaptable leaming. With the
help of Al-powered technologies, siudent can enrel/regisier
inany program {course ) anywhere in the wodd.

To analys: the leaming activities of sudenis in e-
learning [%], a few technigues take inio considerstion the
adapiabiliy of the BS. For example, Pang et al [ 10] designed
a methed termed adaptive recommendstion for MOOC.
Adapiive BS uses grades and sudy dmeframes & parame-
ters fior a recommendation. Parameters must be present for
an item o b2 recommendad since the karning activity has
net yel eocurned. In the opinion of a similar leaner, one
is with oollaborative-based flering's recommendation. The
second invelves the time series in the adapiive perspeciive.
I takes justas much creativity (o suggest integrating the target
leamer'stime seriesof keaming behaviors with the grades and
study timeframes of similar leamers. With the development
of infornation technology, MOOC has quickly wroed ink
esmential foruns for knowledge development. Although it
is regarded & a multi-criteria challenge, finding accepiable

leaming resources from a vas variety of academic ook has
becgme more challenging Fos leamers a3 a seault of the grow-
ing amount of information available. Lnilizing & Persooalized
Reconmender Sysiem (PRES) based on BL & one approach 1o
get arpund this problen.

PRES [11], [12] are capable of delivering interesting con-
tend that comesponds o users’ ineresis, hence reducing the
issne of infemation overload The majority of the time,
recommendation algerithms use a variety of daia o present
users with petential things. In real-world circumstances, the
RS makes sugoestions for things based on the history of
user-ilem ineractions and then collect input from the user
i refine thoese recommendations | 13]. In other ways, the RS
se ks o Jearn about users’ interests through inerac tions and
make suggestions for products they would find interesting.
In order W achieve this, the initial recommendstion sudy
miainly concentrakes on desgning comtent- based filering and
ol labeo at ivie -beased filtering technigues [14], [ 15].

Traditional cousse RS [L6], [17]) enployed col labosstive-
b filiering methods [LO], [18] 1o collectimplic it feedback
that indirecily ndicaies a lesrner's preferences. Fecenily,
dee p leaming -based neusal reconmendation al gosithms have
surpassed these metheds [1E], [19]. One suich model &
the neusal atientive sesion-based BS [20], which replicaies
users’ sequential actions and derives users' prinary goak
frem their karning patierns. In addition, the fundanental
ES based on the avention network and the profile reviser
simmultaneously deve koped by the hicraschical RL method [21]
reduces noisy courses. However, when stude s are negistened
inmuhiple courses, the course recommendstion per fomiance
can be enhanced. Since hierarchical RL does not take jmo
acopunt the student’s explicit denwnds o implicit prefier-
ences, itcould also vield poos reconme ndation sulosmes.

The aferementioned techniques ae competent in terns of
course recommendations o seme point, however, they all
have the flaw of ignering the users’ shifiing preferences in
sequential keaming abilityfactivities. Moseover, these tech-
nigues might not accusakely reflect the user's prefenences
fior each content, paniculaly if the users’ preferences are
being changoed over time scnoss a variety of courses. In this
instance, these techniques fall shon of offering the RS adap-
tivity efficiently; specifically, they ane weak al iracking the
variations in users' preferences adapiively. Traditional BS
suffers from the daia spassity challenge in real-wodld appli-
cations. In other words, only a small part of all course
miaterial in the BS can be found in & user's list of highly-
rated/sudied courses. Mevenheless, all potential candidaie
courses should be explored in order 1o reirieve learning
miaterials that are relevant o the leamers” inieresis and pref-
erences. With the help of the users’ sequential intersction
data, sequential recommendsiions aim o delermine their
subsequent decision. Markov chains can be used 1o model
sequential behavies efficiently [22]. Paricularly, a varian
of the Markey chain known as the Markov Decision Process
(MDP) fcoverad in mone detail in section LB, offers a

VCLLWE 11, 2m
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mathe natical formulation for simulating scenarios invalving
decision-naking. Nearly all BL issues may be fommulated s
MDP issues. Bor this, five key components, including siaie,
action, reward, transition, and disooum Tacior can be used &
represent MDE The abiliy io deliver a personalized experi-
ence 1o the diverse demographics thai MOOC aspires ioserve
has been consirained, which has impeded the devel opment of
a more democratic learmer management framework.
T selve the aforementioned problens, this paper deve lops
apersonalized sdapiive and SPR framewoedk in e-leaming and
5 a framework based on BL with MDP techaiques.
Specifically, a significant problem in the karning prooess
is adapiing element, including reading, lisiening, quizzes,
asignmentis, entertainment, playing games, eic. o possible
variations in leamers' staies and desires, incorporating earlier
study or learning process. BL is frequendly used o creaie RS
when the user's behavier is dynamic. Therefore, deploying
an BL agent can be quile helpful in these sivaiions because
the agent continuously leams by inderacting with the envi-
ronment The agents should dynamically modify infiormation
based on the user's preferences and lemporal variations
wizll s From time to time in enline course recommendstions.
EL & aiype of machine learming that ivelves an agent
{in our case, a compuier program in the e-karning pla-
form that decides what 1o display next) taking aclions in an
ciwinpnment {the e-leaming coment) to maximize a newand
signal {the student’s kearning progress). A general siruciure
of BEL & shown in Figure 1. Wherne Agear is a program
{algosithm) thait decides what i display next in a collection
of e-leaming: Favirosiineis 4 & leaming framework Ac il
is used 1o recomimend a new class wtorial or reading notes,
do an assignment, take a quiz, exams, of an advenisement,
ele.) Skre! a leamer's inleraction festures are depicied as a
atate, The stmte-value can be defined 1o evaluste the good-
ness of the current sake (eg., the cument position of the
learner) and Reweriels are the feedback signals provided by
the enviromme nt o the agent after it takes an action. Bewsands
indicate the desirability of the agent's action in a paricular
state. In our contest, it is positive if the lesrner decides w
wakch the class video; the reward s mose positive if the
leamner chooses 1o take exams; if the leamer exis, plays a

WCLLIE 11, 2

game, of beoomes bosed, the nesult can be pegative. In the
contes of personalized adapiive sequental leaming, the goal
is 1y wse BL w0 recommend the most effective sequence of
leaming activities for each student, such that they masimize
their leaming progress while minimizing their frosiestion and
discngapement.

For example, if a student is swuggling with a panicu-
lar concept, the sysiem may present additional examples or
resouroes 1o help them mssier the nwierial Allernstively,
if & student is progressing quickly through the material, the
aystem may challenge them with mose advanced content.
Owverall, personalized adapiive sequential learning and SPR
is a powerful approach i e-learning that can help learness
achieve thelr goak more effectively and efficiently. By tai-
loging the leaming experience o the individual needs and
preferences of each kearner, this approach can help increase
cngagement, metivation, and karning culommes.

The fellewing lis highlights the primary contributions of
the proposed model.

I. T propose a novel vinual environment using RL with
MDP terminologies that will make sequential decisions
adaptively in mulipath navigation and recommend the
mosl suitable leaming content based on the unigue
characterisics of each leamer
To creste a personalized adaptive sequential leam-
ing and SPRE method that effectively tracks a user's
changing preferences. During each ilerationicycle of
recommendation, it dynamically modifies the need for
the relevant leaming paths.

3. To signify a long-term student cutoeme by maximiz-
ing long-term rewards, acoounting fior possibly slow
of average leaming effects amd influences on futuse
leaming choioes.

4. The leamer's feedback is collectad by the agent. The
agents should dynamically modify information beased
o thee leamer s preferences a5 well as from time 1o Gme
in online leaming and SPE.

5. To adapt elements such & reading, listening, sssign-
ments, quizss, games, eilc. o possibly  dynamic
changes in karners’ stales and preferences, including
earlier study or leaming experiences.

The remainder of this anicle is sysematized in the fol-
lowing manmer. The melevan work on literature is discussed
in Section I, and the proposed methodology is presented in
Section L Section 1Y presents the experimental owicomes.
The conclusions and prespective improvements of the pro-
pesed methedelogy are covered in Section V.

fd

IL LITERATURE REVIEW

In this section, the cumvent selevam studies ane reviewad
in the fiollewing research topics: (A) personalized necom-
mendations, (B) Sequential recommendations, (C) L fior
recommendations, and (D) Sequental personalized course
recommendations.
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A. PERSONALIZED RECOMMENDATIONS

Personalized reconmmendsiions [L1], [L2] are capable of
delivering interesing conteni thai corresponds o users'
interests, hence reducing the Biue of information over-
load. Warious praciical BS are developed based on users'
preferences [23], [24], improving comnunity membership
infornation [25], deep newral netwerk methed with fem
embedding [26], hybrid BS for pairon-driven library collec-
tion and pruning [27], [28], and a iravel planning sysiem
using clusiering io provide personal med poini-of- intenest rec-
ommendations [29]. Howewer, the maintechnical issues that
resirict the widespread deployment of the BS are sill bsues
with data sparsity, oold start, and interpretability [30], [31].

B. SEQUENTIAL RECOMMENDATION

In RS, users developa vast mmiber of ineraction behaviors
owver time. The processof sequential recomme ndstions identi-
figs the user's subsequent interacion item by exiracting infior-
mation from these behaviomal patems. The user's historical
behaviors are crucial in RS for sinmlating the user's intenesis.,
KNumensus widely used recommendstion techniques, such x
collaborative fillering [32], [33]), develop the model using
samples of user hehavior.

Basad on Markov chains, a sequential RS predicis users’
subsaquent actions based onthe ir previous behavior [34). The
MDP presented by Moling et al., [36], is designed o deliver
recommendations in a session-based way, and the most basic
MDP is the first-order Markov chains in which the fiollow ing
recommendation can be easily cakoulated using the fransition
probabilities betwesn dens. Coniguous sequential pallems
ane betler suited for sequential prediction tasks than generic
seqpuenial paiterns.

In the conkexi of wilred sequential patern mining for
next-item recommendations, Yap el al, [35] present a new
compelense sone memsure. As Markov chains, playliss ane
mdellad by Shambsour [3] who ako sugges kegistic Markov
embeddings 1o leam song representations for playlist predic-
tion. When irying o incornporate all conceivable saquenos
of probable user selections over all ohjects, the stae space
quickly beoomes unmanageable, which is a significant prob-
lem when employing Markov chains 1o the session-besed
recommendation sk,

Markow chains are a useful ool for modelling sequential
behavions [], [22]. For instance, Moling et al., [36] designad
a channel BS using implicit feedback from user hearing
behavios Given that the leaming prooss is comparable o
the Markov chain of sequential actions, sequential recsm-
mendation techniques can likew e be sucoessfully applied
e e-leaming environments [37), [38)]. To find the leamer's
comext and sequential access behavior, Tarus et al., [39]
suggested & sequential recommendation archileciure that
includes. condexd awaneness, sequential patern mining, and
thee collabsorati ve-based filtering technique. norder o upsdaie
the user profile, Zhang e al, [21] proposied a hierarchical
sequential decision mechanism. This aids the sequential BS

=TT

inmaking more appropriake couse recommendstions for the
UAETS,

C. REINFORCEMENT LEARNING FOR
RECOMMENDATIONS

EL hes been widely used in developing various domains.
By offering aciual paths with the BL methed over a knowl-
edge graph, Xian et al, [40] designed an BEL-based knowl-
edge graph ressoning methed that combines recommendation
and inerpretability.

When developing an BES where the user's behavier &
dynamic, BL is frequently wiilized. For inslance, the user's
preferences of behavier may eocasionally alier while using
a music recsmmendation engine [41], [42]. Alihough BEL
agens constandy leam by interacting with their envinon-
ment, using BL in these sivatons can be highly helpful.
Recument BL is superior in siock irading [43] and investing
decision-naking [44]. For example, Ji et al, [50] propesed
a profoiype EL siruciure @0 produce sentence interpretations
with a customizable atiention-based neural memwork, which
dynamically regulates the explanaiory performance.

Bince a machine leaming technigue emphasizes how an
intel ligent agent engages with its surroundings, RL [45], [46],
develops the policy through irial and emer explosstion,
which is advaniagesus o sequential naking decisions. As a
resul, it may offer methads for modelling the intersctions
between the user and the agend. A recent research trend in
RS is the wse of RL o overcome recommendation chal-
lenges [47], [48], [499] [50] [51). To determine the best
recommendation sirategy, the recommender agent can fre-
quently ineract with the environment {such as users or
collected data). In real-world applications, RL-based RS has
been used in numerpus specific contexis [32], [33], [3].
such & healih care [35), [36] [37), movie neconmmenda-
lign [58], [39], pescnalized music recommendstion [41],
c-opmmerce [], [61], and e-learning [&], [21], [62]).

0. SEQQUENTIAL PERSONALIZED COURSE
RECOMMENDATION

In o der o recommend oourses, waditional approaches [ 16],
[63] typically use feawre engineering. The following
calggories apply o the sophisticated course recommen-
dation techniques cumently in wuse [64]; collabomstive-
based filering [65], conieni-based fillering [19], [65],
hybrid RS [67], [68], semi-supervised [69], onielogy-
besed [T0], [T1], and sequence mining-based [72], ete. Addi-
tionally, Boushahi and Choefi [ 16] propoesed amodel by using
a case-based reasoning method and a distinctive infiormation
refrieval algorihm, the system sugoesis the most suitable
MO For the leamers.

Hybrid course recommiendation techniques have emerged
as a standard response o difficult problens in order o
mieet the demands of individualized kearning. To address the
issmes of sparsity and the oold start problem in course RS,
Jing and Tang [17] inegaied collaborative-based filiering

VCLLWE 11, 2m
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and conten-based technkpues. To explain nultisource hat-
ersgenesus data, Zhu et al., [ suggested a hyheid RS
that made wse of a graph-siruciured deaching assessment
network. To understand the user's melationship stroctuse,
a meural metwork made up of andom walks was used, and
a Bayesian probabilistic tensor factorizalion was used for
COvurEe pecomme ndation.

I this proposed work, we offer a personalized adaptive
leaming and SPR framework that uses an RL method with
MDP terminslogics and a dynamic afiention mechanism i
imspiration frem the aferementicned reseanch. As opposed o
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carlier dynamic atention techniques, the suggesied frame-
wirk auwtomatically records the uwser's dymamic prefenenos
during each sssion and adapiively modifies the atention
wizlghis of associaled ens &l cach session in the RS,

Tov the e of our knowledge, this is the novel approach
i overcoming the difficulty of designing a real-time, per-
sonmalized adapiive soluticn in an e-leaming environment.
The proposad approach @ckles the requinrement o discover
a means i suppon sudents in improving their effectiveness
inmavigating the learning materials. Sinoe previous rescanch
demonsirated, there is a significant ocorrelation betweon

=TT
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TABLE 1. List of states, adboms, and rewands aesipmed to eadh acbon

List of states List of actions and reward assigned to each action
Siate 0 — reflects “star™
Stnie 1 - reflects “reading™ 1: Stay = “10°

Eu:i—::ﬂmu“w-ﬂﬁ:_:g[ﬂhu lessom)™

State 3 — reflects “entertaining™
State 4 - reflects “getting bored or frustration”

2: Previous course — *20°

3: Additipnal comtent — *50¢

4: Do =g’

5: Move to exams - 100"

&: Move to the high-level course — *100°
Tz Mowve to the bow-level course — *70°
B: Mowe to social media — “-10°

e-leaming leamer's apcopss (o medasuned by course com-
pletion) and the qualities of their leaming joumey theough
the course. Asa resull, a new method for helping e-learning
students is introduced in the proposed S PR Punthe rmorne, the
adaptive kearning and sequential leaming framework uses RL
bz d mdie ] { O-leaming ) todrack each student's progness and
adapt the content and pace of insruction in real-time basad
on their responscs, The poal of this approach s to use RL
techmiques o recommend the mes effective leaming path
for each student, based on their earning history, poalks, and
e ferences.,

L. FROFOSED METHOD

This section discusses the use of dynamic programming o
reanle real-world Bsues wherne the environment & perfecily
mdelled. Dymamic programming is a genmeric siratepy for
solving issues by decompesing them into smaller issmes that
can be resolved independently, processed, and then merged
i solve the larger isswe. The flowchart of the proposad
(- kearning algorithm is depicted in Figure 2, which iscovenad
in diedail inthe following subsections.

A. STUDY FRAMEWORK [SIMULATION FRAMEWORK)

For simulations, a virtual envinonmend is builtomaleproduce
states and owlosmes besed on cenain actions. The virual
framework is fommed based on the leaming siates factivities)
of the karmer in an online leaming scenario, including watch-
g a video lesson, “reading’’, “writing”, “geiting hosed
of frustration””, “resting/sleeping”’, “enteraining”’, “playing
a game", “clicking on ads"', “‘course completion’, and
“quit sudy o disengagement’’. Figure 3 reveals the differem
stages of the proposed framework. Due o the randomness. in
var ks iransitions, designing a virwal SPR approach makes
the problem more challenging. The proposed ffamework 5
developed ina 20 metwork where the students can adaptively
change their karning path {see Figure 3).

The framework is deliberate by developed to grasp the best
policy for personalized adaptive leaming and recommenda-
tions, & depicted in Figure 3. Here, states are represented as
Sl 1,213 4,56 7, 89 10}, where each number of

EaTTe

states reflects the position of each leamer during the karning
precess, Then, rewands are assigned o cach staie- action pair
based on the problem and learning context. The propesad
states and ther comesponding rewand values are listed in
Table |. Higher reweenedy encousage the agend (o priositics
cerlain actions of sakes that are more valwed and stirac-
tivie than others. Average rewenils can be wilized 1o offer
miedest rewards for actions that are generally positive
nod mecessary, Withowt overly favoring or ignoring cenain
actions, sedliin reweily can mssist the agent in exploring
and leaming a balanced policy. Neganve!Lower newords can
asaisl the agent in leaming o ignose the actions that resuli
in undesirable cwloomes or leaming in the incorrect dinec-
tion. The problem & solved by keweraging one-shot policy
recommendations for the modelling of SPR and personalized
leaming. The se of actons followed in the development of
the propoaed framework are recommending the nexi course,
next video, reconmending a game or ad, suggesting Mutune
influence for personalized learning, improvement in nec-
ommending suitable content, influence on fuwre kearning
choices, and sttempiing to maximize the leamer's safisfac-
ton and minimize learner interactions o leam in light the
leamer s performance features and desion personalized adap-
tive paths by plunmmeting negative @xperienos.,

B. MARKOV DECISION PROCESSES (MDP)

Figure 4 illusirates an MDP, which is a fundamental frame-
wisrk of L and fulfills a Markoy propeny. A Markow prop-
ey is one wherne the agen just canes about the curnent stale
of the proosss and has no curiesily about the entire history
[73]). Mathematically, i & defined in Equation {173

P ssn |50, o, 51, 60, coneieinn, 5o, i) = P lssn|s, ) (1)

Here P s the probabiliy of a slake ransition, s shows the
state, a represents action and 1 shows time. Every epoch,
the apent performs an action thal modifies s surroundings
and yields a reward. Yalue functions and the best policy ane
sugpested as addiional processing methods for the rewand
val e,
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FIGURE 3. Prop oot T eworic = puersom al med sdapdive beanming and SPR

In this paper, a discrete time sochastc contnol maethod
known as MDP s employed for sinulation. 1 offers a
miathematical foomulation for sinwlating decision-making in
comexs where resulis ame partially determined by chance
and partially operated by the deckion-maker. When a
decision-maker engages sequentially with the envirenment,
MDP is awseful framework for simulating those sequential
decision-nmking challenges. An MDP presents a framework
i the RL agem & depicted in Figure 4. First, we study the
foundations of MDP o understand the framework.

MOLLREE 1), 20323
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Acoprding tothe Markov propeny, the present is the only
Factor that affects the fuiure and nol the past. The Markoy
chain & a probabilistc technigue in which the future is condi-
tiomally inde pende nd of the past and only relies on e cornent
state, nod onany prios states. Transition is the act of changing
from one state o another, and its prohability is refemed o a5
a transition probability, whene the next stale solely depends
ot the currend state.

Moreover, Markoy propeny only considers the curnent
state and nod previous siates de.g., il makes the supposition

ETTE
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Algorithm 1 Pseudocode for E:k:u]i.lng Tmmu:m Proosbsabiling L[s.mg MOP

indtkalize: srrie s, eotiovs, :r:rmr.lir.l'u-.ltpmhrb.l‘h‘n
deline: iransiton probabiliy nairis
Tnis_prelz = [}
indtiallze: frersision prodsckaline s
far faie fir siates:
NSy, [stetie] = [}
far action dr actions:
rans_.p [state] [action] = [}
assign: iransition probabilin

rans,_geos [ reading”][ stay’ |[* Course completion | = 003
rans,_geos [ reading” ][ " Additional content "] ['Course completion "] = 0.1
rans,_geos [ 'reading”)["De ssignmentguiz '] ['Course completion '] = 03
rans,_geos [reading”|["Move 1o exams ' [ Course completion "] =0.3
rans,_geos [ reading”])[" Move o social media’ |["Course completion '] =003

compuie: iransition probability for 2 stte-action pair

del’ comp_irans_ges] stale, S0, nexi_sisle):

i nexit sis0e in irans,_gecs [state] [action]

PELUET IAns_pes| stale][ sction][ nexi_siake ]

olse
et
calk ulate:
Fesllf +— COMp_IIANS_g,.q. (S1ale, SCli0n, nexi_sae)
end

thai the pasi is compleiely represented in the presentd. ).
In pther lerms, considering present circunsiances mean that
the future is independent of the pasi. A Markov Prooess &
a process thal possesses such a feature. A sel of sistes with
a Markov property, such & 5y, 82, 83. .., 5 is referred o
as a process in this context. The iransition function F, or the
iransition probabiliy wmoeve from one siate io anoder, and
the sisie 5 ane the two parametens used tode fine it The rewand
collected fior a Markov prooess is defi ned & a Markov reward
process. I is formubaied 5 State 5, Transition Function P,
Bewand B, and Discount facior 3. Considering a seward in
the present, the discount facior explains the rewards in the
future. If 3 is 0, the agent simply considers the subsequent
reward. If 4 is I, the agent & concemed with all poiental
future rewards.

In MDP [73], a sisie S, wansition function P, rewand R,
dizoount factor ¥, amnd a collection of actions o serve as ik
representaiion. One could imagine an MDP & the imermc-
tiom bty een an agent and ils surroundings. An envinmmeni
reaponds 1o an agent's specific sel of activities by rewarding
it and changing its stake. Only the prior stsie and action
hawe any bearing on the subsequent state and reward. The
mathe natical formulation of the RL framewoedk is shown in
Figure 4 providad by MDP The MDP environment oomprises
Markow siakes, which follow the Markov Propeny: the siaie
conting all the dat necessary for predicting the future from
the past. The propeny of MDP & formally sisted as follows
{see Figure 1)

‘-'i*'*??ﬁ*’

B 2 N ' k .
_.' F ; ." -,_ j __.-' 5
" b s - . .
Tecam s ol (LT R TINEE B (L TRT L B

FIGURE 4. Repmeseniation of the BDP ardhif oo .

-n.,‘__

T

Agent: A program {al gorithm) that decides what todisplay
next in a oollection of e-leaming.

Emvlromment: The leaming famework.

Actlon: Recommending a mew class tuiorial or reading
noles, doing an assignment, taking a quiz, exans, of an
advertise ment, ele.

State: A kearner’s ineraction fealuns are depicied as a
atate, The state-value v {5) can be defined 1o evaluate the
poodness of the cument satke (cument position of the learner).

Reward: Positive if the leamer decides o walch the class
Video; the reward is mone positive if the learner chooses 1o
take exams; if the learner exits, plays a game, or beoomes
baogeed, the resuli can be negative.

Transltion: is the prooss of moving from one staie o the
s

Teansitlon Peobability: the likelihood that the agent will
awitch from one stake o another. Mathematically it can be

specified @ follows { Equation. 2).
PSS = Pl5alS, ... 5] 2

VCLLWE 11, 2m
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The agent's present siate is indicated by 5, while the sub-
sequent sake isshown by 5 4, . According 1o this formuls, the
change from state 5; 10 8, B complelely independent of the
previous siate. P shows the notation for iransition probability.
Therefone, if the model has a Markov Propeny, the righi-hand
side of the equation signifies the same & the lefi- hand side.
It follows logically that the curnent state has kinow edge about
e VIOUS 0.

State Teansiton Probability: The state teansition peoba-
hility for a Markow State Trom S (o Spe, o any additional
beneficiary stake, B mentioned in Equation (3).

'P::’=P[Sul =5, =""] i3

The stste iransition probabilities can be represented in a
slate ransition probability mairix o given below:

gl w12 w3 . 0 0 pla

g2l 22 3 . . pla

gl @32 B33 0 . . p3a

P =

gl o2 pnd L L i
I can be noted that gy = O, and for all J, & sated in
Equation (4.

2opa=2 PlSuu =k|Sa=1)

k=l b=l

> ra=1 4

k=l

Each row inthe mairix represents the probabiliny of iransi-
tioning from the initial state i 1o any subsequent one k. 3 is
ithe sum of each mow inthe iransition mairix. The agoregate of
each row B equal o 1. Algorithm | illusirakes the proposed
prcudo-onde of MDP fior calculating iransition probability.

L. 4 - LEARNING

O-learning benefis from iis previous behaviour, a well &
thaose it dives in the fuure 1o draw lessons from the past and
chioose the optimal course of action [T3], [74].

In the aforementioned hypothetical context, all he ran-
sitions and their accompanying actions from one stle o
anodher are possible. Inithe sinmlations, the learner can allot
a poaitive reward or a negative rew ard {penaliy/punishment)
o each action by employing the {-iable mawx also known
as the brain of the Q-ahble. Using the Q-able or B-matrix,
where each component shows the rewand of a wransition
from ome stale o ansther (action). Moseover, the mows of
the Q-table are represenied as stuies (inouwr crse leamers'
features) and the columns of the Q-iable are nepresemned x5
actions. These actims consider messurable positive effects,
fior instance, an increase in waltching tuorials, doing assion-
menis, or taking exams as well as an increase in reading
of wriling and so forth. In these simations, the actions get
a poaitive reward that is propontional to the positive rewsand

WCLLIE 11, 2

FIGLIRE !; Reprsenizdon :"t::ﬂﬂ:lm: 1 oD et

& Examphe of 3 clade disgman of s todon i behavior #iive sbquenoe

of the changing ctate in the fom of stoden t preferenes).

perceplible consequences that have been generaied. In other
way, ransitions that generale negative consequences { such x
being idle, clicking on an ad, or switching o social media
applications during studying time) gel negative rewards, asin
the case of a decresse in study time. Thus, if an action
peneraies positive resulis, but an increase i the we of social
media and playing gmes of enfenainment s the same Gme
then the reward is sill pesitive, but i can be reduced by the
collateral meeative effects. The elements used in - kearning
are determined by Equation (5).

G5, ) = Q@ 5y, o) o

X [R.' + :l"mf"-tql (Spaq. gy — i, ".-.J]
R

where o denodes leaming rate (0 < ¢ = 1y Ris, o) +
densesihe ohaerved reward, 5 51 denotes the new state, ¥ <1
denotes a discounted factor for the Fowre rewands atiained
asa result of the action chosen. The highest rewand that the
syslem can quantify by per forming some futuse sction inthe
statle sppp s estimated a5 O (500, epsn).
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FIGAFRE 7. Stade diagram of BMDF for pers onalired sdapive beaming and SPR.

The suggesied methodcan exhibitbetier efi ciency and can
enhance the leaming condition for SPR inside the kearning
framework. Figure 5 depicis the framework of O-learning
while algorithm 2 illustrates the proposed paeudo-onde.

Erenmpde: et us suppose 8 moment when astudent/learner
logs inte & system and loads a page. Links on a page can be
soen & actions of saies, and the pages thense ves can be
soen s the sysem's states, The system's positionsfetsane the
changing value betwozn stabes in the O-matrix as indicated
in Table 2, and the state diagram {oourse-lo-Ccourse in our
case) is illusrated in Figure & Figuse & depicis the saquence
of the changing staie in the form of student pre fenences as:
A—C, A—E B—D C—D C—0G D=0 D—1 E—=F
F—BE, F—=E, F—={, F—=H, F=2, G—=E, G—=H, H—],
H—& 1—D, and [—H. Table 2 repons a Q-mainix of a
student who has changing siste a5 in Figure & The siudend

eaTTE

e
n I|
= |
.'-l..-.
.-"-..
TABLE 1. Q-mabiix of student: Highlight cell indicabes the
h oesein, seledled oourse "G
Action
A B C D E F & H I " Z
A 1 1 l =
B 1 1 #
C 1 1 1+#+5 1 |
D 1 1 -
i L T T ! I F &
£ 1 1 1 w1

logs e a websibe and selects course A, Then the valwes of
the sequence of changing siate eg., A—C, A—E B—=D,
Oy, C—ii, D=0, D=1, E—=F F=H, F—E, F—,

MTRLRE | ), 23
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TABLE % An examnpbe of & Marioow fabde with the ooment stale, nexi stade, and tramsdion probaba bty for the desgn of personaioed sdapdie SPR.

Cuorrent State Mext State Tramsition Probability
Course completion Recommend new course 0.3
Taking exam Course completion 07
Reading Qi 0.7
Writing Quiz 0.7
Watching lectures (video lessoms) Assignment 0.8
Taking quiz Agsigmment 0.5
Asgipnment Exam 0.6
Taking exam Game 03
Writing Assignment 0.6
Writing Watching lectures (video lessons) 0.5
Watching lectures (video lessons) Writing 07
Taking exam Mew course L)
Gietting bored’ do not study Entertaining 0.8
Taking quiz Exam 0.7
Idie Quit study 08
Clicking on sds Exam 0.4
Entertzining Ads 0.8
Glame Mew course 0.5
Pausing, skipping, or stopping (video lesson, quiz,

assignmest, writing} Mew course 0.3
Qit study/ disengagement Entertaining 0.6
Getting bored/ frastration Game 0.7
Gietting bored frustration Cuit study/disengagement 05
Pausing, skipping, or stopping (video lesson, quiz, .

. itimg) Entertaining 0.5
Chuit study Idie 0.4
posing, SKIPPing, o stoppin (video lesson, @UiZ  Quit studyldisengageanent 035
a5 .
Ciame ldle 05
Idle (Game 0.8
Idie Reading 0.6

F—I, F=Z, G—E G—H, H—L H—=¥Z, -1, |—H and
select course G The model will update the Q-matr x by plus |
when a student clicks on each desiged course and by plus 5
when they select the course s materials {see fable2).

0. MARKOV DEQSION PROCESS {MDP) FOR SEQUE NTIAL
LEARNMING PATH AND 5PR

The sauwe we are facing 5 as follows: we have a framework
aof 11 stakes, one of which s an impediment initial stale
(stake 51 and two of which are end sistes {staes 10, 11
Wi want o determine the optimal policy (o apply for newand
collection for each stale as reporied in Table 3. Table 3 lists
an example of a Markov table with the cumrent state, mexi
state, and transition probabiity for the design of the propoesad
framework. The iransition probability is determimed using
MDP mechanisms & illusirated in Algorithm 1.

I should ke determined the optimum course of action for
cach stale that the swdents are in, including whether ihey
should continue 1o the previous or subseguent course, move
on e Dests of assignments, skip classesfsiop gudying, use a
social media application, or stop completely. In odver wonds,

MOLLREE 1), 20323

the masdie ] aims (o reach state 1D {oourse completion) &5 soom
as possible. Here and foremost, we nust design a student
class that will serve as the leaming environment for the
prhlem. The student class should be designed as follows.

The clemens of MDOP used in the proposed framework ane
definad as follows (5, A, R, P,y

SEnfe (1) 1= &, Ap, ¥, .

Action (A = Ag, Aa, ... AR =

Rewad (R) := 10, 20, 50, &0, 100, 100, W0, —10 =

Probabiliey (P) =001, 004,05, 0.6, 0.7, 08,09, 1 =

Discownt Factor () @ | determines how imponiant cur-
rend and folure rewards are.

R [

E. 5TATE DIAGRAM OF MDP FOR LEARNING PATH
RECOMMENDATION
In this section, an infuition about MDP for personalized
adaptive learning and SPR io pick up suitable course content
and leaming path & ilusisaied as follows.

Using the terminologices of MDP, we first define the MDP
states amnd actions. Nexi, we inilialize an empty iransition
prohability matriz. Then, we manually assign the wansition

eTra
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Algorithm 2 O-Leaming A lgorithm for Adaptive Sequential Leaming Paith Recommendations

indtkalize: O -value fonction O4s, a), discount facior (3, leaming rale {er), explosation function «

oulpul: opimal sequential path recommendation in e-leaming

Inltialize: S-takle with (b
inltkalize: staes 5,
whilke leaming do
foe r — | 20 T da

chonse an action o &t max 0 (5 0, wee ) with probability | -2 or explose using
recmnmendse quential learming path or learning course content {a,) & per estimaied failked compelencies
chinse learning content fa, ) as per their desie: Adapability selection

mve inte the subsequent sake (5 1):
compute e ward &

compute O-value using Bellman technique: Q@ 5, o) = @ (5, o) + & [Be + pomera Q@ (901, men) — Q (6, )|

If 8 gives a posiive response 1o de then
6 Noela
ol

8l Ny +— Spsl
update —iable : updsie{iniial_siaie, action, )
end Lo
end while

probabilities for each stake-action pair based on the
lem's dynamics and domain know kedee (seoe Algorithm 1)
Algorithm | demonsiraies the ssignment of iransition proba-
bility and their computations using MDP mechanisms. Addi-
tignally, fellowing the ransiton probability, Figure 7 exhibis
the scenario of karning paths. The circles llusirsie the stses
in which the lesrmer can be and e valwes in the red ane
the iransiticns probability that the agent can take depending
on the staie the learners are in. For example, in the siste 0,
leamers can choose whether they want io study {e.g., taking
an exam, reading, writing, walching leciures, taking a quie,
daing sssignments), click onads, or gt boreddinod study, idle,
of swilch o secial media applications {Facebook, Twitler,
Instagram, Linkedln, eic)) or playing mmes, or refresh-
mentfenteriaining by opening different ente nainment appli-
cations, and depending on what actions the leamer per fiorms,
a rewand is assipned o cach action. There is also an action
nosde {end nede) from where a leamer can end up in different
siates depending on the iransition probability; fior instanoe,
afier deciding 1o go 1o writing from reading, or walching
twtorials, the learmer has a 04 probability of geting imto an
asal gnment of taking e xams. This node shows the randomne ss
of the enviromment over which leame s have no condrol. b all
oiher cases, the tramsition probability is 1 and if the discount
factor is | then MDP can be defined as; since maximizing
the wdal of rewards is the aim of solving BL challenges,
now MDE is implemented to choose the best leaming path.
Formially, the best possible policy can be determined that will
increase anagent's polential cunulative rewand.

Kow, to signify a random process, the edges of the ree
represent the likelihond of a ransition. Take a sample from
this chain inio consideration. Now il can be supposed that
while a learner was walching a tuiosial, there is a 0.7 percemt
chance that hefshe would do an assignment, a 0.1 percemt

== b=

chanoe that hefshe would waich longer, 0.1 percent chance
that they would write something, 0.05 probability that they
gpuit the study, and a furthes 005 probability that they would
switch 1o social media. Acoording o this, we can come up
with sther sequences from this chain io sample {Figure 7).

F. SETTING UP THE TRANSITION MATRIX OF THE STATE
NAGRAM FOR PERSONALIZED ADAPTIVE LEARNING AND
SEQUENTIAL PATH RECOMMENDATIONS

Aferward, the reward mechanizm is formed, which was set
i a maximum of 100, If leaming proceeds without interrup-
tion during all ieratons, te mainmm rewsard will be 100,
as depicied in the mairix produced (Mairix 1) The siariing
compenent of the inilialized probabilities & also this matris.
The mairix's columns represent actions, while is rows repre-
send states. W can create the nairis of the ideal leaming path
and compuie the required rewards by seiting the feadback
valwe at 0U75 and ronming 100, 200, and 500 sinulations of
ierations, (as illusrated n Figunes 11-13).

Meareix 2 Beward whble of assomed  state-sction
combinations
50 fAL Az Ax Ay As As A7 As
c|w0oso 0 0 7 10
s: 0 O 5060 100 O O 0
Pl 0 S0 0 0 0 —I10
5 lowoeiwo o o —1o
P=2 0 20 50 60 100 100 70 0
020 560 0 O 0O —I10
5 lwoosoo o o o o
55110 0 50 60 100 100 70 0
% lowoe o 0 0 —10
SS‘ 020 0 60 0 O T 0
410 20 50 60 100 100 70 — 10
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TABLE & Formuladbon of pammslen seitings

Parameter Assigned value
Leamning rate: o 0.3
Discount factor: y 0.8

States: § 11

Actions: a B
Total episodes 100, 200, 500

Ml leration 10

G. PARAMETERS SETTINGS

Following the aforementioned strategy, the O-learming
algorithm is irained against 100, 2060, and 500 iterations. The
fior mulation of the paranmetens B lisiedin Table 4. The training
of the -keaming algorithm uses the Belman technique {dis-
cussed above). We will alier epsilon throughout training o
sirike abalano: between exploration and exploittion. To pro-
gresaively iransition from pure exploration o explitation,
we will stan with epsilon=1 {pure explomation) and et it
decrease o (L8 with each epissde & we progress from pune
exploration 1o exploitation.

V. EMPIRICAL SIMULATIONS AND EVALUATIONS

The propesed method hes been designed in a Pyihon pro-
gramming language and can be used o compare various
simulating policies. The simulaticns tha are produced can
then be used o assess well-known policies and contras them
with peiental aliernatives.

From the sinulaicons, we obained an opimal actions
wior kil that stans from state 0 and goes through stakes |,
5, and &. We can undersiand the meaning of the cuiput, just
by looking at the definitons ssigned shove 1o these Siates’
labels. Briefly, we moved from watching video kessons
(State 1) wowards course completion (Siate %, going through
siates |, 4, and &, That path corresponds o the foous on
study policy in e-learning at the beginning, folloved by a
very aggressive policy oo comtain the quitting sudy. I can
be imagined that the proposed decisional sirake gy is changed
for accekerating the solution of the problem. This is what
can happen in some real cases: ai the beginning, we hope
that the learning difficuliies eviolve spontanesusly tovarnds a
natural solution, & happens for many students. learning every
time. Hiowever, if this does not happen, then we apply opti-
mal actions 10 reduce negative experiences during training
and with boring situstions and quit studying. To optimize
personalization of e leaming path that iries o improve
the leamer's performance by keweraging the RL echnigue
{0 -leaming) while decreasing the demand for aciual inkerac-
tiom with the karning mechanism throughout iraining. This s
what happened in online leaming, for example fior the average
leaming student. OF course, the suipa of the model depends
on the rewards thatase ssigned i each possible action. [fthe
values in the B Matrix are modified, the cuiput can be very
different. Consaquenty, the crucial point B how o define,
propery, the oorrect rewards and punishmenispenaliies in

WCLLIE 11, 2

FIGURE & The sodents- oourse nadwork = Mumber of &000 shodenis and
& defaull assumed daily bearning rade of &00 con et {he wirtoa
vy em el Comnp s 5 6, 0D student 5]

the R-Mairix, o oplimize the sequential decisional pro-
cess, This is the fist fundamental quesion o be solved
when moving from simplistic simubtions o eal-world
applications.

Figure & exhibits the sudents-oourse metwork with a vinual
numbser of G000 assumed swdent and a default ssumed
daily karning rake of &0 content. This network is randosmly
generaied with 800 pieces of content and 6,000 siudents,
distributed randomly across these contents. Table § repors
the generated rewards value over 100 desstions. The bea
reward in Q-learning is the maxinmum pessible rewsard thet
can b obtained in an environment. ln other words, il B
the reward that the agent would seceivie if it always chose
the oplinal action in each sise. The oplinml action & the
o that maximizes the Q-value for a given staie. Owver
L) ierations, Table Greveak the trained O-iable (mairix) —
a value of the sake-action pair. Addiicnally, the cutcomes of
the OQ-Leaming simulations are reponied in Table 7 { Trained
Q-table) and Table & (Generated sewands) and Table 9
(Traimed OQ-table), and Table 10 (Generated rewards) owver
2000 anad 5 fie rations, respectively. The bestrewardachieved
1585743 and 10000 fior tables T and 9 over 200 and 500 ier-
alions, respectively.

The Q-table is acquired & output afier raining. Noneihe-
lesa, it s challenging o dewemine whether it is optimom.
Asoa resull, we will need 1o conduct some further analy-
sis. An excerpl from a posi-iraining Q-table is exhibited in
Takles 5- 10,

The outoomes of implementing e algorithm ane shown
in tables 3-10. The ouiput displays the possible decisions
the leamer could make ina given situation. A vale of zeo
{0 indicakes that this gake cannd be affected by the taken
action. Performing this activity now when the walue is Jow
is preferable o pursuing other actions. The best path for the
active leamer is 0-1-2-6-9 The algorithm shows us a siu-
dent’s preferned path of sudy for a given course. Moreover,
the Q-leaming algorithm alse comsiderns the student's leam-
ing style, prefierences, and knowledge level when making
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FIGURE 5 Example of personalized adapdire beaoming and s ugge-stng soqoenbal barming padh (o 2 beamers todent

recommendations. Figure @ exhibiis the soenario of learning
paths. The circles llusiraie the staies in which the learner can
ez and thee words inred ane the actions that te apent can iake
depending on the sisie the leamer is in. For instance, if asiu-
dent prefers visual leaming, the algorithm may reconmnend
videes of ineractive visual content. I the student & strageling
with a panicular concept, the algerithm may reconmnend
additional respuroes of activities i reinforee that concept (see
Figures 7 and ).

The framework also uses an adapiive leaming approach,
which means that the leaming path can be adjusied in real-
time-based on the student’s progress (Figure 9. For instance,
if the siudent is siruggling with a pariculasr concept, the
framework may recommend additional resouross of activilies
1 help them masier that concept {see Figure 7).

In conclusion, an BL-baed personalized adapiive lkearning
and S5PR framework can provide a highly persenalized and
effective leaming experience for students. By tiloring the
learning path 10 each student’s needs and preferences, the
framework can improve engagement, motivation, and knowl-
cdge retention, leading to better overall learning ouweomes.
Now let us execute 300 episodes 1o gauge the agent's effec-
tivemess because it s challenging o assess the owlcome by
looking at the Q-iable. Together with the disiribution graph,
we will use metrics such & mean, standsrd deviation, and
mindmay of the rewands.

The sistisical perfimance cuicomes of the O-learning

in executing and recommending the sequential learning

EaTER

path over 100, 200, and 500 dimes are reporied in
Tables L1, 12, and 13, respectively. To investigaie the inpact
ofthe karning envirenmenion O -leaming performance, sim-
ulation experiments were caried oul over 100, 200, and
SO0 iterations, and e oo ing experimental resuls
are displayed intables L1, 12, and 13, Acooeding o Table L1,
the mean rewand is 450 £ 2500 1 sugeests some flocta-
ation in rewards, but this is because of the positions of a
leamer s study, and a drop-off change atthe beginning of each
itgration. As a result, each dime the recommendstion & per-
formied, it takes the nodel longer and does ot always get the
same feward {each nmove is minus | point). The Q-leaming's
performance mewics ncresed as the number of ilerations
incresed, & illusirated in Tables [1- 13, During this pericd,
the O-kearning algorithm over 500 ilerations. cutperformied
the (- kearning with 100and 200iterations. The per formances
of Q-leaming with 100 iterations were lower than those of
- learning with 200 and 500 ilerations. In terms of iraining
time, the OQ-leaming with 100 ilerations was always better
than the other iwo characierisics. The other perfomiance
indices of the Q-leaming with 500 were all better than those
of the ether two lerstions, despile the iraining tine not being
asoulstanding & that of the O-learning with 100 and 200 ier-
ations. The propesed methed exhibited the lowest average
e of turning times over 500 iterations. I temms of aver-
ape swcocasrate, -leaming with 500 ilerations oamad
O-learning over L0 and 200 jerstions by 1166 and 7.7,
respeciively.

VCLLWE 11, 2m
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TABLE 5 Canraded rewads walos ower 100 fsmdions.

Action

Siatc Fatl M Az A Mg As M Ag
5 0. . . Q. 68 845 0. TLITG 1]
5 0. 52461 . 5.731 0. 50979 GH.504 0.
52 . 53.356 55,939 0. i 16,8346 T1.549 69,55
Sa 0, 51.565 0. a, 46.023 45,650 T.164 e, 103
5 (1 i, 38.4E6 a, 67054 47 284 T3R5 ik,
85 42008 i, i a, 47814 40,233 51586 65,960
b 0. 0. T2059 53.073 3TR2T 0. 6466 85,743
5 0. T.164 52815 53.073 56308 077.800 Bb.S0S 20223
5a L1 30,663 . 0. 56308 . L1 80223
5 0, L] T205E9 a, 56308 61.731 52586 66,041
S1n 0, 32454 44,705 1.512 L1} i} i, B7.104

TABLE & Trained Q-table jmatix) = walue of state-adion pair ower 100 lerations.

S as A As A As As A As
5 434 238 . 0. o, 530298 i 188,000 0.
5 [¥] 276.52 0. INIT2 O ENCE 536,238 0,
b7 0. . 0. 209216 117.52 0. 18 281.52
& . 154.4 275.216 0. 752 . 13 261.52
B 4 TR 26,000 1] [ 0. 575372 L1 0.
B ] 1344 0. . 30 415372 469.216 261.52
By 0 154.4 325,216 219216 107.52 375372 379,216 6T, 208
b (1] 6,20 25216 42, 107.52 57537 636,238 3dd
5 0 1744 23526 0 1077.52 475372 0 344
5 0 Q. 325216 43, 107 52 0. 268, 0.
Bin . 184.4 425.216 [ 10752 425372 268, 0.

TABLE 7. Canraded rewads walod ower 200 demdions.
Action

il ¥ As s Al As As A As
5 GR.448 0 0. o, Bd 145 a, El.142 12213
5 0, T0339 0. 67632 0 24,383 BODD 0.
B LI TS 9662 67,6239 TT350 ThAST B5.662 THELS
B i, G738 74,192 Q. R0.747 T4, 88T B4.529 T7.a50
Sa 8448 &7.507 0794 a, 83012 95,271 El.132 i
S5 GR.448 67508 . a, R1.880 T7.589 91324 77,350
5 [} BR.5303 689,772 BE. 756 Te.217 Q5271 K132 100,
5 0. T1.003 79854 GR.T56 Te21T Q5272 B9 T8 87.542
Ea L1 T2037 689662 671623 TE2L17 24,383 91324 87.542
5 67021 69,530 70,772 68,216 T75.203 25450 BO.302 89863
S1o (1] T1.86% T9.709 G682 To3T0 Q5467 91252 87.622

The proposed method with D00, 200, and 500 ilerations
may miss the efficient leaming content in terms of average
step size and the number of times it is encountered, however,
thee O- learning appooach with 500 ilerations outper foomed the

other two e pisodes.

MOLLREE 1), 20323

The Fact that a pocitive reward is always received and tha
the minimum reward & -100 As depicted in Figare 10, itcan
b quickly determined that it requires 7 steps {11 transitions
plus | recommendation action) if the learner is inan opposing
simation {ie., swiching to social media oo quitting the study)

EeTEl
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TABLE E. Traaned Q-4able imainn) = wloe of slade: 0o n pair over 200 derabons.

Action

Stase Al A2 A m As Ae Az A
B G445 o, . 0, T45. 306 1. Til4lG 0.
8 0, 64306 0. 601133 0. 49133 TIL416 0,
& 0, 620306 619133 601133 689306  679.133 761416 709270
& . &19.270 659,133 Q. T18.5306 569133 T51 416 GEG.ZT0
Ea G416 993006 629,133 0, T39.306 249,133 T2L416 0.
54 G416 ¥9.2T0 LI R 0, T2e.2T GE9.133 B11.416 GE9.ZT0
S 0. 619306  T09.133 611133 679306  S40.087 T21.416 889270
% 0, 639270 709033 611133 679306  S40.087  RIL4I6 779270
1) 0,630 30k 618909 601,133 BT 30 T49.133 Bl 416 THAT0 0.
B HI320 00122 i a. 599.245% 570103 Bl 321 GEG. 342
S0 0. 638 T0E TOR.385 G10385 678,708 B4R 3RS B10.966 TTE. 708

TABLE & Cantiaded rewads walod ower 500 demdions.

Action

Sate As ha s e s he e As
8 GR.534 0. . a. B4 35835 0. B2 2483 0.
5 L] T3 iR G7.589 0. B4, 234 Bl .
S 0 70,765 69.633 67589 77511 76369 BS.622  79.769
8 0 60,640 74119 0, 80885 75244 84498 77.511
8 0. 4407 77511 0 80884 75244 84, 0,
S 6R5303 67391 0746 0, 831336 95483 BLI24 0.
5 £8.5303 A#T.391 . Q. 22004 77498 0] 244 77511
& 0. B0 T9.741 GETE2 T6 387 95483 10000 Bl1.124
S 0, 71.889 79741 68722 76387 95493 91244  87.631
S 65,435 71.889 69.622 67508 76387 84239 91244  87.631
S Q. 639 344 T09. 180 G11.180 679 344 240 180 B11.47% TT0 344

TABLE 18. Trained 0 dable jm ] = wsbos of stale-adlon pair ower 500 leralions

Action

State Ay A As Ay A Ag A A
) 609475 0, 0. . T49.344 0. 624344 0.
5 L 624344 i G0L.180 O T49.10 T1LATS .
5 {1 629344 G159, 150 601180 689.344 679180 T61.475 TO9. 344
8 0. 619344 659,180 0. T19.344 669.180 751475 6E9.344
84 607475 99344 629.180 0. T39.344 B49.180  T21.475 0.
s H08.ATS 99344 0 a, 729,344 6E9.180  B11.475 689344
S 0. 619344 T09.180 611180 679344 B40.180  T21475  BEO.344
& L 639344 TOR080 611180 679344 249243 B11.475 779,344
S {1 639344 G159, 180 GOL.1BD 667320 T40080  R11.4T2 779,344
-] 609475 8231 0. ' 728,221 6EE.ES0  B12.575  699.100
S0 0, 639344 T09.180 611180 678,321 B46.231  BIL180  799.248

bizing in the same state. The action for selecting the ideal path the epiode eminaies right away {ie., not a valid scenario,

in the farthest case would dhus be 2 (11 - 9. sy there is o hope for scoring 200, S, initializing the studend
T choeck why any preater rewards cannod be cxpecied since and course in the same siate is the besi-case scenario that
the limit & 7. When a leamer is staned in the exam saie, wie can aim for. Exams and quizzes ane the two closest siate

EaTEd VCLLWE 11, 2m
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TABLE 11. Perfomnance of G-beasming | 100 episo des).

Evaluation indexes Achieved resulis
Training time (5] 5125
Mean reward 4.50+/- 2.50
Standard deviation 212101
Belinimmam rewand 2.0
Maxirum reward T.40
Optimum action taken 3
Average success rake () G0, B
Average step range (action) 1Z.50
Number of turning times of the optimal path (course selection) 0
Best reward (cumulative rewand) D400, 400471514848
TABIE |1 Pasrfoamn amce of O-beaming | 100 episn dex) -
Evaluation indexes Achieved resulis
Training tme {5) 5211
Mean reward 500+ 216
Standard deviation 2.16024
Belinimmumn reward .0
Maximum reward T.0
Optimuam action taken 3
Average success rake (M) TOED
Avemnge step range {action) 13.30
Mumber of turndng times of the optimal path (course selection) S
Best reward (cumulative rewand) 2270401361 296278
TABIE 13, Pasrfoomn amoe of D-beaaming | 500 episo dex) -
Evaluation indexes Achieved resulis
Training time {5) 5231
Ddean rewand T +/- 2.59
Standard deviation 323012
Minimum reward 2.0
Dlaovimmum rewand T.0
Optimum sction taken 5
Avernge success mabe ($5) T8.52
Average step range (petion]) 15.00
Fumber of tuming times of the optimal path (course selection) L]
Best reward {cumulative reward) 35831.2495T762145

transitions; there fone, the agent would need 1o make 5 moves
{1 pick-upand 4 moves) o wansfor the leamer from the exam
state iothe high-levelcourse, giving the studen the maximum
rewarnd fior state T{11 - 4).

A nearly normal distribution of rewards is seen inothe
reward distribution graph {Figure 10). As such, it shows
that the agpemt B acting logically, even though it does nod
demoensiraie that we have an ideal policy. The reward for
cach episede B represented by Figwes 11, 12, and 13,
The propesed model's apid convergence may be seen in
these Figures and that is one of the principal benefiis of
the O-leaming method, With a smoedhing theeshoeld of 20,
Figure 11 shows the amoothed reward for the O-learning
algor ithm across the first 100 episodes. As can be observed in

MOLLREE 1), 20323

Figure 13, the rewand convierpes afier [0 episodes, indicating
that the best learning siratepy has boen discovensd afier the
OQ-learning has been trained with 500 episodes.

Figures 14, 15, and 16 show the cumulative rewards for
[0, 2060, and 500 derations, respectively. The cumulative
rewand is the iotal rewand accunmlated by the agent over a
soquence of actions taken in an environment. The expeciad
cumilative rewand & the sum of all folure rewards dis-
coumted by a factor gamma. The discount facior gamma is
used tooweigh futune rewards less than immediate rewands,
i acoount for the fact that the agent may reoeive delayed
feedback. Figure 16 exhibits the highest comulative new and
(3583 1. 24957762 145 achieved over 500 ilerations and
Figure 15 exhibis the total cumulative { 2270000 36 1 2962 78)
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rewards achieved over 200 iterations and the ital comulative
reward for 100 jerations is 40040047 15 14848 and can be
seen in Figuse 4.

The optima] policy is the one that maximizes the expecled
cummlative rewand over time. The O-leaming alporithm s
o way to leam the optimal policy in a given environment.
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The OQ-value function leamed by O-leaming estimates the
cxpectad cumulative reward for each stak-action pair &
cxhibited in Figures [4- 16, The optimal policy canbe derived
from the O-vahee function by choosing the action ithat maxi-
mizes the O -value for cach staie.
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The state transition path exhibied in Tables &, 8, and 10
illusirates how the hidden qualities change as a result of a
sequence of decisions (actions) made using the O-learning
strategy produced without tking estimating ervor  inks
acopunt. As an illustration, consider the assignment and writ-
ing fask. Tostart, the leamer s waiching skills are impaovied
by continually choosing the initial leaming resousce. The
third writing and asaignment-related resource ane then chio-
sen. The second leaming resource is picked in the final
few mounds do funher develop the learner's writing skills/
abilities.

Funhermore, the  learming curve of ihe rewands
iFigures 11, 12, amd 130 and expected cumulative mewands
iFiguses 14, 15, and 16) show how the agent's per formance
improves over time, These figunss ane based on metrics such
as the average reward per episode or the success rabe of
achieving specific goals. As the leaming curvies show an
upweand irend at a high level and sugoest that the agent &
effactively kearning and improving its decision-making.

The best rewand is impontant because i provides an upper
bound on the performance of the agent. If the agent is able
1o achieve the best reward, it means that it has leamed the
aptinal policy for the environment. However, in many envi-
romment, it may nod b possible for the agent 1o achieve
the st reward due o the stochastic nature of the envison-
ment or the limiations of e agent's actions. There fore,
in practice, the goal of Q-karning s nod o achieve the
bed rewand bui rather 1o keam a policy thal maximizes the
expected cumulative rew and over time. Figures 14- 16 exhibii
the expacied cumulative rewands achieved ower 100, 200, and
5000 erations, comespondingly. This requires balancing the
cxplomation of new actions withihe exploiation of the cunme n
knowledge to obiain the maxinmum possible reward. It can be
observed that the O-leaming algorithm over 500 iterations
outper formed the O-learning with 100 and 200 ierations.
Alap, the performances of Q-leaming with [0 iterations
wine lower than those of Q-leaming with 200 and 500
ileral s,

MOLLREE 1), 20323

TABLE 14, List of acm s voed n ihis paper

MOOC
RS
RL

MDF
PRS
SFR

Qs )

V. COMCLUSION AND FUTURE EESEARCH DIRECTION

BL can b used in developing adaptive SPR fr academia
by training an agent 1o make recommendations based on the
actions and feadback of users. The agent can leam tooplimize
recommendations over time by adjusing its behavior basad
ot the rewands or penalties it receivies for each recommenda-
tioa. In this paper, we proposed a framework that could be
usad e create personalized amd adapiive recommendations
fior students besed on their individual goals and pre feremoes,
as well & the overall context of their academic joumey.
By continuously kearning and adapting, the agent canimprove
the quality and effectiveness of it recommendations, uli-
miately kading 1o better ouicomes for sudents.

The proposed framework's primany functionalily & o ec-
ommend karning paths bsed on sequential behavios, leam-
ing styledpaths, learning activities, various kearning materials,
adaptive difficulty kevels, personalized foedback, pre ferences,
compeiency, and knowledge level simubansously using the
O-karning algorithm. I can be observed that the Q- learning
algorithm over 500 lemtions ouiperformed the O-learning
withe L0 and 2060 iterations. The propesed method exhikbited
the lowest averape number of tuming times over 500 jer-
ations. In terms of average suocess rale, O-leaming with
SO0 e rations oupse rformed O -leaming over |00 and 200 ier-
ations by | L&GSand 7.7, respectively. The framew ok allows
fior the personalization of the karning experience and offers
leaming objects that are @ilored o the demands and char-
acteristios of the smdents. 11 is a disvibuted framework com-
prising avtonomous agent thal iferacicontinually 1oaddress
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leamners” request. Funthermore, Any leaming management
system can be incorporated with the suggesied solution. This
aystem can caily interface and interact with other sysens
e 1o the functions it has inplementod.

Future activities shall include numensus actions for each
slate and &5 NUMerous Sakes 6 neossany 1o enable the explo-
ration of the best course of action for each learner. The wide
range of potental sisies or action values of the stste, however,
is the fundamental issue. Precisely if the approach B o be
applicdenline by enploying conventional BL, itwould result
incomplexiy and convergence problems.

For possible future research work, the following research
gaps are suggesied.

#

i. For problems with complexity, convergence, and mode]
efficiency, empliving deep Q-leaming a5 an allemative
vl b2 a nice idea

i. Traditional RL approsches have many difficuliies,
incliding the risk of algerihmic meffciency if the
action space is b big because the algorithm evalu-
abes all actions as a whole. To address this problem,
Drep Deterministic Policy Gradient soems 1o be a good
sl i

i. For foture research, we also aim do consider mose
siates and actions 1o find the oplinal learning paths
on the leamer's adaplive saquential behaviouss, leam-
ing siylefpaihs, learning activities, various lkearning
makerials, adaptive difficulty levels, optimal kearning
paths, personalized feedback, preferences, compe-
tency, knowledge level, eic. simultancously when
making recommendations by using multi-agemt RL
techmigues.

The awthors would like o thank the Universiy of keddah fos
its technical and financial suppon.
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